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Abstract

The human body has many unique biological identifiers, which can be used to
differentiate an individual from themasses: face, fingerprints, or even the vein
patterns under the skin. This propertymakes biometric authentication ahighly
viable and increasingly popular solution in modern security systems. Among
these methods, vein recognition stands out as a particularly promising ap-
proach. Unlike traditional touch-based biometric methods such as fingerprint
scanning, vein recognition does not necessarily require physical contact with
the sensor. This makes it more hygienic, a factor that has gained even greater
importance in thewake of global health concerns and the growing emphasis on
reducing the spread of infectious diseases.

Vein recognition systems are more secure than some other biometric methods
because vein patterns lie under the skin and are invisible to the naked eye. This
makes themdifficult to forge or replicate compared to surface-level identifiers
likefingerprintsor facial features,whichcansometimesbe copiedor spoofed.A
further advantage is that the method does not leave traces behind of the user,
even when the capturing method is not fully contactless. In contrast, finger-
prints can be lifted from surfaces and potentially misused, while facial images
could be captured without consent.

Capturing vein patterns requires a specialized imaging device designed to
highlight the unique vascular structures under the skin. By illuminating the
targeted area and filtering out unwanted wavelengths, the device can isolate
the vein patterns and capture them with high resolution. This level of detail is
essential to ensure that the extracted vein maps are distinctive enough for re-
liable biometric authentication. Capturing high-quality images is only the first
step, efficient processing and analysis are equally critical to build a practical
biometric system.

An embedded device is utilized to capture the vein patterns, while keeping the
form factor compact. Since these devices are small computers, they are capable
of performing not only the high quality image acquisition but also the compu-
tationally intensive tasks of feature extraction and even the matching steps of
the authentication process. Thismakes thewhole systemmore self-contained,
reducing the reliance on external servers or dedicated hardware. In practice,
such integration enhances both portability and security, as sensitive biomet-
ric data does not need to leave the device for processing. These systems can
achieve real-time performance, making them suitable for applications rang-
ing from personal gadgets to access control in secure facilities. The compact
design also enables seamless integration into everyday objects, thus improv-
ing usability and user adoption.
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Chapter 1

Introduction

The introduction of authenticating users based on their biological features is a
big stepping stone in authentication. Biometric recognition [39] is more user
friendly, since it does not require remembering a sequence, where a prolonged
period of not using the phrase canmake the user forget it. Since biometric fea-
tures, such asfingerprints or facial characteristics, are known tomaintain their
properties over time, theyprovide amore reliable and consistently available al-
ternative to memory-based authentication.

For authentication, the usermight choose a weak password, which can be eas-
ily brute forced. Biometric authentication does not inhibit this property, since
the complex nature of the biological feature is almost impossible to brute force.
Some biometric features leave traces behind (fingerprint on a surface), or is
easy to capture without consent (face). These can be later used to forge a tem-
plate to mimic the identity of that person. This could bemitigated by choosing
an authentication vector, that does not leave traces behind.

Vein recognition [75] is a novel method in the topics of biometrics. It captures
thepattern of the blood vessels,which is thenused tomake the template repre-
senting the user. Thismethod is contactless, just like face recognition, making
it more hygienic compared to methods requiring contact for scans. Due to the
combination of the capturemethod and the biological properties, it is harder to
forge vein patterns than face or fingerprints. The cost of manufacturing a vein
capturing device might be more expensive than a camera used for face recog-
nition or an optical sensor used for fingerprinting.

The properties of vein recognition like high spoof resistance, contactless form,
and complicated unauthorized access to the vein features it is often usedwhere
a high security authentication form is required.

Goals of the thesis

This thesis aims to explore the current state of the vein biometrics. This in-
volves an investigation into various state-of-the-art methods presented in
academic literature and research. Basedon thesefindings, variouspractical so-
lutions will be implemented and evaluated, including both traditional andma-
chine learningmethodologies. For this purpose, a sufficient dataset is required.

An ultimate goal of the thesis is to create a self-contained authentication sys-
tem for vein recognition. For this, a working prototype will be made. This sys-
tem would be responsible for the acquisition and processing of the images, as
well as the authentication process. The chosen platform for this system will
be an embedded device, such as a Raspberry Pi, due to its versatility and cost-
effectiveness.
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1 Introduction 2

Outline

To achieve the goals and to get a good understanding in the topic, we first have
to go through the technical details of vein recognition. Chapter 2 discusses the
the theoretical background of this topic, including the variations of vascular
identification and its physical and biological properties. After which the met-
rics used for evaluating authentication systemswill be discussed. This will fol-
low the data preprocessing techniques typically used in these scenarios. Finally
finishing the chapter with the traditional recognition methods used for these
tasks.

This will follow Chapter 3, where we will review state-of-the-art capture de-
vices, including proprietary solutions aswell and their datasets, in order to ex-
plore different solutions to identify potential hardware and a sufficient dataset
for this project.

Based on the findings Chapter 4 will go through the development and experi-
mentation of the system, that is responsible for capturing, preprocessing and
authentication. This includes the relevant hardware, the prototypes and the
arising issues during the experiments as well as their possible solutions.

Chapter5analyzesandevaluates variousauthenticationmodels, including tra-
ditional andmachine learningmethods. The problem arising during the train-
ing of the neural network, and a working solution for it will be discussed. The
performance of each model will be assessed to determine the most suitable
candidate for the embedded system.

Chapter 6 follows with the presentation of the final integrated authentication
system. The system’s architecture and the integration of the chosen authen-
ticationmodel and data processing techniques are detailed, showing how they
result in a cohesive, functional unit.

Lastly, Chapter 7 concludes the thesis by summarizing the key findings, and
proposing potential improvements for future work.



Chapter 2

Background

This Chapter provides an overview of vascular-based biometric recognition,
covering the fundamental concepts, technical requirements and key process-
ing techniques. It begins by categorizing themain types of vascular identifica-
tion and discusses the unique properties of vascular patterns that make them
suitable for reliable biometric recognition, such as their uniqueness and light
absorption characteristics.

It then addresses the technical aspects of image acquisition, including the re-
quirements for cameras and lighting, followed by the metrics commonly used
to evaluate biometric systems. Next, it explores data preprocessing techniques
which are important to enhance image quality, for examplewith the use of his-
togram equalization.

Then it examines keypoint detection and feature descriptionmethods, anddis-
cusses descriptor matching techniques, which form the backbone of accurate
traditional vascular recognition systems. Together, these topics lay the basics
to understand and implement a vascular biometric identification system.

2.1 Types of vascular identification

Vein recognition can be performed on multiple parts of the body, with the
choice of region being largely influenced by criteria such as ease of access, us-
ability, and practicality for biometric applications. Based on these consider-
ations, vascular imaging is typically focused on three primary areas: the eye,
the fingers, and the hand. The following subsections provide an overview of
these approaches, highlighting typical usage in the context of vascular biomet-
ric systems.

2.1.1 Eye based

The eye has two popular features that can be used for authentication: the iris
[7] and retina. [80] The iris is a muscle in the eye that controls the amount of
light let on the retina. The iris’s color depends on the amount of melanin pig-
ment it contains, which also determines the color of the eye.When capturing in
the infrared spectrum, the color differencedisappears. Touse the iris as the au-
thenticationmethod, we have to take an image or video of the eye from around
10 cm to amaximumof 1m. This distance ismainly influenced by the resolution
of the camera sensor.

To photograph the retina, we have to use a special scanner. When looking
through the scanner’s eye piece, the device shoots low energy infrared light
to the retina. Since the retina consists of blood vessels, alongside with neural
cells, the light is absorbed by the hemoglobin in the blood.

3



2 Background 4

2.1.2 Finger based

Thevascularpatterns inourfingers couldalsobeused for authentication just as
fingerprints. Finger vein senorsuse infrared lighting in twodifferentways. [79]
The light can be assembled on the same side as the camera, capturing the re-
flected light, or the opposite side of the hand, capturing the trans-illuminated
picture of the finger. The latter method usually uses some kind of box appara-
tus, that the user puts their finger in.

2.1.3 Hand based

Hand biometrics typically employs the palm’s vascular pattern as an authen-
tication method. [63] The scanner device is using an infrared light source to
enhance the visibility of the vascular patterns. Most scanners use the reflected
light, instead of trans-illuminating the hand, as the thickness and underlying
bone andmuscle structure would block the light.

The back side of the hand can also be used for recognition. The dorsal vein pat-
tern can be photographed the same way as the palm. [66] Themost prominent
vascular features are the dorsal veins, but during capturing the body hair on
the dorsal side might interfere with the recognition process. Due to this factor
dorsal capturing is less popular.

2.2 Vascular pattern properties

Vascular patterns are the structures formed by blood vessels, which transport
blood cells, nutrients, and oxygen to the organs, while carrying waste prod-
ucts and carbon dioxide away from the tissues. The vascular system consists
of three main types of blood vessels: arteries, veins, and capillaries. Arteries
deliver oxygen-rich blood from the heart to the body, and veins return de-
oxygenated blood back to the heart. The exchange of oxygen and other sub-
stances occurs through the thin walls of the capillaries, which connect arteries
and veins. [62] Beyond their physiological function, vascular patterns exhibit
unique characteristics that make them suitable for biometric recognition.

2.2.1 Uniqueness

In 1935 Simon and Goldstein discovered that the vascular pattern with respect
to the individuals are unique. [65] Later in 1955 Paul Tower confirmed this by
studying the differences of these patterns between twins. [73] This uniqueness
canalso be foundnot only in the retina, but throughout thewhole body. [5]This
biological property can be used to differentiate individuals from one another,
or to re-identificate users.

2.2.2 Light absorption

Most vascular biometric applications use infrared sensitive camera sensors
with infrared lighting. [14] These devices are using the light absorbing prop-
erty of the hemoglobin in our red blood cells. Hemoglobin is the primary trans-
port molecule of oxygen. The blood absorbs different wavelength of infrared
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Figure 2.1: Absorption levels of hemoglobin [41]

light, given its oxygen level. The skin and other tissues are slightly translucent
to near-infrared and infrared light, thus these types of light can penetrate the
into the blood vessels, where the hemoglobin absorbs it.

On Figure 2.1 we can see that the deoxygenated blood can absorbmore light on
the lowerwavelengths,while at 900nmboth type of blood could absorb around
the same amount of light. Because of this property, images taken around
650nmhave darker areas only where veins are, while above 750nm both veins
and arteries appear as darkened areas on the skin.

2.3 Technical requirements in vein image capturing

Accurate vein recognition relies heavily on high-quality image acquisition.
This section outlines the essential technical requirements for capturing vascu-
lar patterns, focusing on the critical roles of cameras and lighting. Proper con-
figuration of these components ensure clear visualization of vein structures,
which is fundamental for reliablepreprocessing, feature extraction, and recog-
nition.

2.3.1 Camera

Current camera sensors can capture in the near-infrared and infrared spec-
trum. Charge-Coupled Device (CCD) cameras are better to measure the in-
frared photons hitting the sensor surface, than Complementary Metal-Oxide-
Semiconductor (CMOS) cameras. [67] Both monochrome and color cameras
can be used for the image capturing, but since most cameras are designed to
capture the visible spectrum, the infraredfiltermust be removed if it is present.

Infrared longpassorbandpassfilters canalsohelp reduce the interference from
visible light. [67] These filters must have the properties of letting through the
preferred lighting that are used in the capture device.
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Figure 2.2: Spectral sensitivity curves [4]

2.3.2 Lighting

Most capturing devices use a infrared or near-infrared lighting source. Figure
2.1 shows which variation of light source can be used on a wavelength basis. A
light source emitting around 700nm gives us a good absorption level around
the veins. [6] We can also seen on Figure 2.2 that the emitted light may still be
visible to the human eye.

With a light source emitting between 750and 925nm, the light is completely
invisible to the human eye. [9, 78] In this range, the emitted light is absorbed
by the oxygen saturated and unsaturated blood.

When we use an optical filter, we must consider that it might block the light
source or the reflected light. The wavelength emitted from the lighting must
be around the same wavelength, which the filter is transparent to.

2.4 Metrics in biometric recognition

Evaluating the performance of a biometric system requires quantitative met-
rics that reflect its accuracy, reliability, and efficiency. This Section introduces
the key measures commonly used in biometric recognition.

Figure 2.3: Statistical Hypotheses and Error [76]
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False acceptance rate [45] measures the likelihood of the system incorrectly
accepting an unauthorized user. Lowering this metric lowers the security risk.
False acceptance rate is a type I error (Figure 2.3). It measures the correctness
when two non-matching templates are given to the system.

False Acceptance Rate =
Falsely Accepted Users
Total number of attempts

∗ 100

False rejection rate [45] measures the likelihood of the system incorrectly re-
jecting an authorized user. Lowering thismetric improves the user experience.
False rejection rate is a type II error (Figure 2.3). It measures the correctness
when twomatching templates are given to the system.

False Rejection Rate =
Falsely Rejected Users

Total number of attempts
∗ 100

Runtimemetrics [74] are timebased,whichmeasure the execution time. These
metrics are usually hardware dependent, while better optimized algorithms
can also reduce the execution time. Lower runtime improves the user experi-
ence. Two variations of this metric is one-to-one and one-to-many.

2.5 Data preprocessing techniques

Effective vein recognition depends on high-quality images, which often re-
quire preprocessing [17] to enhance visibility and to highlight vascular struc-
tures. This section presents common preprocessing techniques, commonly
used for images or image based recognition.

2.5.1 Histogram Equalization

The histogram of an image is a curve that describes the amount of pixels given
the intensity. Histogram equalization is a process of uniformly distributing the
image histogram over the entire axis by choosing a proper intensity transfor-
mation.

Letus consider that the intensity levels of the image is r.We limit thevalues that
r can take between 0 and L− 1, which is 0≤r≤L− 1. Generally L = 2m, wherem is
the number of bits required to represent the intensity levels. r = 0 represents
black and r = L − 1 represents white. Considering an arbitrary transformation
function s = T(r)where s denotes the intensity levels of the resultant image.

sk = T(rk) = (L− 1)

k∑
j=0

pr(rj) =
(L− 1)

N2

k∑
j=0

nj (2.1)

Equation 2.1 is the histogram equalization transformation function. [19]

2.5.2 Contrast Limited Adaptive Histogram Equalization

Contrast Limited AdaptiveHistogramEqualization (CLAHE) [16] is used to im-
prove the contrast of images. In traditional methods, contrast of whole image
changes but CLAHE works by dividing the image into smaller parts and adjust
the contrast in each part separately. CLAHE has two parameters:
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Clip limit: This parameter sets the threshold for contrast limiting.

Tile grid size: This is used to divide the image into grids. It sets the number
of rows and columns.

After processing the tiles, it combines them using bilinear interpolation to re-
move visible boundaries between the tiles.

2.5.3 Thresholding

Thresholding [61] is an image segmentation technique that creates a binary
image froma color or grayscale image. It is usually performed on grayscale im-
ages. Each pixel of the image is compared with the threshold: if it is less than
the threshold, the intensity of thepixel is set to0, otherwise it is set to themax-
imum possible value.

2.5.4 Hessian Filter

The Hessian Filter [48] is applied at an image pixel level and is based on the
eigenvalue decomposition of the local Hessian matrix of the image. By select-
ing specific eigenvalues anddefiningavesselness function, the contrast of ves-
sels is enhanced,while non-vascular structures andbackgroundnoise are sup-
pressed. The filter can be fine tuned by adjusting the alpha, beta and gamma
parameters.

2.6 Keypoint detectors and Descriptors

Accurate feature extraction is crucial for reliable biometric recognition. This
section introduces keypoint detection and description techniques.

2.6.1 Oriented FAST and Rotated BRIEF

Oriented FAST and Rotated BRIEF (ORB) [58] is a fusion of the Features from
Accelerated Segment Test (FAST) keypoint detector and the Binary Robust In-
dependent Elementary Features (BRIEF) descriptor, with modifications aimed
at enhancing performance.

It uses the FAST algorithm tofind keypoints, then applies aHarris cornermea-
sure to fint topNpoints among them. The FAST algorithmwasmodified to also
compute orientation of the points. For improved rotation, invariancemoments
are calculated using the coordinates and the radius of the patch.

The modified BRIEF algorithm in ORB performs better with rotation. It has an
importantproperty,where eachbit featurehasa largevarianceandameannear
0.5. But once it is oriented along keypoint direction, it loses this property and
becomesmore distributed. High variancemakes a featuremore discriminative,
since it responds differently to inputs. BRIEF’s descriptors are also encoded in
binary making computations faster.
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2.6.2 Scale-Invariant Feature Transform

Scale-Invariant Feature Transform (SIFT) [57] is a keypoint detector and de-
scriptor. It can detect keypoints in a way, that their descriptors do not change
with different scales. It uses Difference of Gaussians, which is an approxima-
tion of Laplacian of Gaussians, making it less costly. This help detecting scale-
space extrema.

When the potential keypoints are found, it usesTaylor series expansionof scale
space to get more accurate location of extrema. Any keypoint whose intensity
is below a certain threshold is then rejected.

Akeypoint descriptor is formedbyfirst samplinga 16×16neighborhoodaround
the point. This area is then subdivided into 16 sub-blocks of 4×4 size, and
an 8-bin orientation histogram is created for each sub-block. The histograms
are then combined into a single vector, resulting in a descriptor that is robust
to illumination and rotation changes. These descriptors are also encoded as
floating-point numbers.

2.7 Descriptor Matching

Brute-Forcematching [56] is one of the simplest featurematching algorithms
used in image recognition. With this approach, the descriptor of each keypoint
in the first set is compared with the descriptors of all keypoints in the second
set. A distance metric is used to determine the similarity between descriptors,
and the closest match is selected. Although it is simple and easy to implement,
Brute-Force matching can become computationally expensive as the number
of keypoints or the dimensionality of descriptors increases, which may lead to
longer processing times for large datasets. Despite this, it remains widely used
due to its deterministic behavior andhighaccuracy inmatchingdistinctive fea-
tures.

Fast Library for Approximate Nearest Neighbor (FLANN) [56] is a library
designed to provide efficient solution for nearest neighbor search in large
datasetswith high-dimensional features. Unlike Brute-Forcematching,which
compares every descriptor pair, FLANN uses optimized search algorithms and
tree-based structures to approximate the nearest neighbors, reducing compu-
tation time. By balancing speed and precision, FLANN provides an alternative
to Brute-Force matching for real-time or resource-intensive tasks.



Chapter 3

Related work

This Chapter reviews the existing literature in the field of vascular biometric
recognition. It first reviews the sensors and datasets that have been developed
to support vein recognition research.

Section3.1 details thedata acquisitionmethods, imaging technology, andchar-
acteristics that make these datasets valuable for developing and evaluating
vascular recognition algorithms.

Section 3.2 discusses the off-the-shelf vein recognition sensors and frame-
works, developed by the twomain companies prevalent in the field of vascular
biometrics.

3.1 Hand vein sensors for dataset creation

The following datasets were found during the research for the thesis, from
which the Dorsalhandveins dataset (Section 3.1.4) was used for training and
evaluation, as it is open source and free to use.

3.1.1 VERA PalmVein

VERA PalmVein [36] is a dataset for palm vein recognition. The set consists
of 2200 near-infrared images from 110 client captured with an open sensor.
The clients presented the palm side of both hands to the sensor. 5 images were
recorded per palm. The recordingswere performed at two different locations in
a building, with normal lighting conditions. The first 78 clients in the dataset
were recorded in the first location, the other remaining 32 were in another.

Figure 3.1: An example image from the VERA PalmVein dataset [72]

10
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The dataset consists of 110 individuals (40 women and 70 men) aged between
18 and60,with an average age of 33. A separatemetadata file is included,which
saves this information for each image.

The database contains two different sets: raw and Region of Interest (ROI). The
raw consists of images captured with the sensor, whereas ROI consists of im-
ages where the region is extracted during the image acquisition process.

The images are encoded in the PNG format, with an image size of 480×680,
and every image is around 165kb in size. The pictures are monochrome, as an
example shows on Figure 3.2.

Figure 3.2: VERA PalmVein sensor prototype

During the capturing process, the individuals had to hover their hands over
the device. The prototype was equipped with an ultrasound sensor, which gave
feedback via an LED. The pictures were takenmanually, when the client’s palm
was in themiddle of the picture. The operator also controlled the brightness of
the LEDs manually, to achieve a better contrast of the vein pattern. A total of 5
images were collected for each hand, starting with the left and then the right.
The average duration for this entire procedure was approximately 5 minutes
per participant.

The sensorprototype (Figure 3.2) contains an ImagingSource camera, contain-
ing a Sony ICX618 sensor. For lighting, it contains multiple 940nm emitting
wavelength LEDs. The distance between the client’s hand and the sensor is
measured by an HC-SR04 ultrasound sensor. The project used the Bob library
[34] to evaluate the effectiveness of the sensor.

Bob is an open-source signal-processing andmachine learning toolbox. It was
developed by Biometrics Security and Privacy Group, the Biosignal Process-
ing Group, and the Research and Development Engineers at Idiap. It contains
biometric recognition packages, including a vein recognition library. It uses
traditional matching algorithms (cross-correlation, hamming-distance and
miura-match) and image preprocessing methods. The matching algorithms
compare two binary images against each other.

Unfortunately due to legal andfinancial reasons, this datasetwasnot useddur-
ing the development of the thesis.

3.1.2 FYOMultimodal Vein Database

The FYOMultimodal VeinDatabase [55] consists of palm, dorsal, andwrist im-
ages. The database is open for researchers. The images were taken in the Com-
puter Engineering Department laboratories of EasternMediterranean Univer-
sity.
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Figure 3.3: The distribution of subjects based on age [55]

The dataset consists of 1920 images acquired from 160 subjects. 2 dorsal, palm
and wrist images were taken from both the right and left side. Out of the 160
subjects 49 were women and 111 were men, whose ages were between 17 and
63 (Figure 3.3). The volunteers aremainly fromNorth Cyprus, Turkey, Nigeria,
Iran and other parts of the Middle East and Africa.

The images were taken with a CMOS camera. The researchers constructed an
LED infrared ring around it. The exact technical details are not discussed in
the article. The sensor and the lighting were put into a holder. This holder
can rotate at 360°, but for consistency, they chose a fixed downward position.
The sensor was kept at a height of 35 cm. The researchers also constructed a
wooden hand guide to reduce rotation of the hand. This guide was at a height
of 7 cm, making the distance between the sensor and the target approximately
26-28cm, depending on the captured part of the hand. We can see on Figure
3.4, how the hardware for the vein acquisition was set up.

Figure 3.4: Hardware Setup for Vein Acquisition [55]

The captured images were encoded in PNG format, with a resolution of
800×600. The researchers used both traditional (Binary Statistical Image
Features, Gabor-filters, Histogram of Oriented Gradients) andmachine learn-
ing methods, mainly Convolutional Neural Network (CNN), for evaluating the
images.

When using the traditional matching methods, researchers tested different
combination for re-identification. The recognition rates improved when using
more biological traits.

For the CNN models the researchers used all three types of traits. Each net-
work computed a sub-result. The final result was calculated from the three
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sub-result with decision-level fusion.

Unfortunately we were not able to request access to the dataset because of its
requirements.

3.1.3 CASIAMulti-Spectral Palmprint Database

The CASIAMulti-Spectral Palmprint Databasse [42] consists of 7200 palm im-
ages. Theses imageswere captured from100different subjects. For each subject
there were 2 sessions. These sessions were conducted more than one month
apart. During the image capture process, researchers took three samples per
palm for each lighting option. The article does not specify the ages or sexes of
the participants.

Figure 3.5: Example images from the CASIA database using the 6 light sources
[35]

The images were created with a CCD camera. There is no technical information
about the sensor in the article. For lighting, researchers used different sources:
460nm, 630nm, 700nm850nm, 940nmand awhite light. During image cap-
turing, there were no guides used for the hands. The subjects were required to
put their hands into the device. OnFigure 3.5we can see examples of the images
captured using the six light sources.

This dataset was not used during the development, because the request was
rejected due to unknown reasons.

3.1.4 Dorsalhandveins datasets

For Dorsalhandveins, [11] researchers created two databases for dorsal hand
veins in2007.Theparticipantswere studentsandpersonnel attending thePon-
tificia Uviversidad Javeriana. The ages of the participants vary from 18 to 29
years old. The first database comprises 138 individuals. 4 pictures were taken
fromeach hand during the creation process. This dataset contains 1104 images.
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For the second dataset only 113 participant attended from the 138. During the
image creation for the second database, only 3 pictures were taken from each
hand. The second set consists of 678 images.

Figure 3.6: The box-like structure and its inside [11]

The participants had to put their hands into a box-like structure, whichwe can
also see on Figure 3.6. This box contained a hand guide rod and the camerawith
the illumination. The box itselfwas 32 cm long, 29 cmwide and 35 cm inheight.
The bottom of the container was covered with black painted polystyrene foam.
The distance between the target and the camera was around 20cm.

Figure 3.7: An LEDmodule powered on [11]

For lighting, 4 custom made lighting modules were created (Figure 3.7). Each
module contained 25 LEDs, emitting light with a centroid wavelength of 880.
The range of the emitted wavelength was from 840 to 950. On top of the LED
modules, a parchment paper was added as a diffuser.

Figure 3.8: Quantum Efficiency of the LightWise 1.3-S camera [38]

The researchers used an ISG LW-1.3-S-1394 monochrome CMOS camera. For
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infrared pass filter, a black processed photographic filter (negative) was used.
The camera took 10 pictures of each hand, then the program averaged those
into a single image. The resolution of the pictures are 752×560. The light sen-
sitivity of the camera sensor can be seen on Figure 3.8.

This dataset was used during the training and evaluation phase of the thesis. It
was preprocessed usingmultiple levels to assess the effectiveness at each step,
which will be elaborated further in Section 5.1

3.2 Proprietary solutions

Several commercial organizations have developed off-the-shelf vein recogni-
tion systems for secure authentication. Among these, Hitachi and Fujitsu are
twoof the leadingproviders, each focusingondifferent typesof vascular-based
identification. These solutions are widely adopted in applications where reli-
able verification of an individual’s identity is critical, such as banking, access
control, and secure facilities. This section provides an overview of these pro-
prietary technologies.

3.2.1 Hitachi

Hitachi is one of the leading companies in the commercial space of vein recog-
nition. [31] They developedmultiple finger vein sensors. Their products can be
bought as a standalone sensor, or they could be built into a device – such as an
ATM.

Figure 3.9: Hitachi H1 finger vein sensor [32]

The Hitachi H1 finger vein sensor, as seen in Figure 3.9 is an easy to use sensor
itself. The sensor has a special case. The bottom part incorporates the infrared
sensor and the ports for connecting it to a computer, while the top part has
the illumination. The user has to put their finger between the lighting and the
sensor plate.

Their softwarewas developed on a closed dataset. It is also not publicly known,
howmany vein patterns have been used during development. The product has
a false acceptance rate of 0.0001%and a false rejection rate of 0.01%. [31]

A bank in Poland has installed ATMs with finger vein sensors [28], which we
can also see in Figure 3.10. Users can authenticate themselves with the help of
their finger vein pattern.

This technology can not only be used to authenticate users, but it can also be
used as a payment method. FingoPay [33] developed in partnership with Hi-
tachi as a newway of paying. With only the finger vein sensor, registered users
can pay without needing a separate physical card.
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Figure 3.10: ATMwith a Hitachi finger vein sensor [28]

3.2.2 Fujitsu

Fujitsu is an other significant company in the field of vein recognition. Their
product focuses on palm veins. [49] The sensor itself can be purchased as a
standalone device (Figure 3.11), or built into different electrical appliances like
notebooks and computer mouse (Figure 3.12).

Figure 3.11: Standalone Fujitsu PalmSecure vein sensor [49]

Figure 3.12: Fujitsu Lifebook U939 (left) and Fujitsu PalmSecure F-Pro Mouse
(right) [49]

The user has to hover their hand over the sensor plate. Both the illumination
and image sensor is below the plate itself. For more convenience, a guide cone
can be used to help position the hand over the device. [40]

Their implementation was also developed on a closed dataset. The amount of
palm vein patterns is also not publicly known. They claim a 0.000001% false ac-
ceptance rate and a 1% false rejection rate. [40] Since the user does not have to
touch the sensor, this authentication method is contactless.

It ismostlyusedasanauthenticationmethod for securedareasordevices.Their
implementation can also be used as a payment method. Fulcrum biometrics –
a subsidiary of Fujitsu – developed the technology, where users can pay with
only their palm. [15] These sensors can be used in order for it to work.



Chapter 4

Sensor development process

In this Chapter, we will see the development of the prototypes, including the
hardware. Thereweremultiple iterations,where eachprototypeused theRasp-
berry Pi 4B as the image capturing device. A Raspberry Pi Camera V3 is attached
to it. The lighting is connected to the Raspberry Pi’s GPIO interface, which pro-
vides it with power and the control signal.

4.1 Hardware parts of the sensor

The device used is a Raspberry Pi 4B [52], which is a single board computer
featuringGeneral Purpose InputOutput (GPIO) capability. It has a64-bit ARM-
CortexA72processor runningat 1.5GHz.Thedevicehasabuilt inwirelessmod-
ule supporting 2.4GHz and 5GHz Wi-Fi. The board also contains a Mobile In-
dustry Processor Interface Camera Serial Interface (MIPI CSI) port, where of-
ficial or third-party cameras can be mounted via a flat camera cable.

Raspberry Pi Camera Module v3 NO-IR [51] is Raspberry Pi’s third generation
camera. It has a Sony IMX708 CMOS sensor with 11.9megapixel still resolution
with a 66° field of view lens. It is capable of capturing 2304×1296 resolution
video at 56Fps. This version does not have a built in infrared filter, and is suit-
able for infrared image capturing. The sensor’s light sensitivity can be seen on
Figure 4.1.

Figure 4.1: Spectral sensitivity curve of Sony IMX sensors [68]
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Poly Methyl Methacrylate (PMMA) [29] is an infrared longpass filter, which
means it is transparent to infrared, and longerwavelengths of light. At 650nm,
it absorbsall of thephotons.At around775nmandat longerwavelengths, it lets
through approximately 95%of the light. The transmittance of this filter can be
seen on Figure 4.2.

Figure 4.2: Transmittance of PMMA [29]

Oslon Black Infrared Starboard [60] is an infrared Light Emitting Diode (LED)
madebyOSRAM.Dependingon thepart specification, theLED’s centroidwave-
length can be at 735nm, 850nm or even 940nm. The starboard that it is
mounted on also functions as a heatsink. The LED can be powered by up to 1.0A
or the 850nm version up to 1.5A.

The design and prototyping of custom sensor housings required 3D modeling
and slicing for fabrication. Blender [12] was used to create digitalmodels of the
sensor cases, allowing visualization and adjustments before production. These
models were then converted into instructions for 3D printers using OrcaSlicer
[59], which allowed for the full customization of the housings.

4.2 Conceptual prototype

The first prototype used four 940nm LEDs1. Power was supplied to the LEDs
by an output port of the Raspberry Pi GPIO interface, which has a maximum
output of 3.3V. Four 330Ω resistors were soldered in parallel to achieve a total
resistance of 82.5Ω, supplying a current of approximately 26mA. The prototype
and its circuit diagram can be seen in Figure 4.3.

A single LED has a viewing angle of 30°. This angle later seemed too narrow to
get a good amount of lighting emitted on the hand. When taking images with
the combination of this LED, a light artifact was visible as a result. To mitigate
these artifacts, the surface of these LED bulbs were sanded down, acting as a

1The LEDs were purchased on a Hungarian electronic online store. URL: https://www.hestore.hu
/prod_10000626.html?lang=en

https://www.hestore.hu/prod_10000626.html?lang=en
https://www.hestore.hu/prod_10000626.html?lang=en
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Figure 4.3: LED circuit diagram (left) and the implemented prototype (right)

diffuser. The camera and the LEDs were mounted on a solder board, and con-
nected to the Raspberry Pi via jumper cables, and the camera cable. We can see
the resulting images taken with this prototype on Figure 4.4.

Figure 4.4: Image of the palm, with (left) and without background lighting
(right)

4.3 Lighting enhancements and sensor case

The second prototype incorporated a high power 850nm LED mounted on
a starboard. A variable resistor was utilized to fine tune the resistance for
LED protection. The LED has a 90°viewing angle, and testing of the prototype
showed that a diffuser was not needed due to this wide angle.

A 3D-printed casewasmade tomore effectively integrate the camera, lighting,
and PMAAfilter. The optical filter was put into the detachable top. The lighting
circuit, camera unit, and the Raspberry was still a separate unit. This was built
on a breadboard for easier prototyping. The prototype and its circuit diagram
can be seen on Figure 4.5.

This lighting circuit has a transistor, meaning other power sources could be
connected to the LEDs. It is powered by the +5V port of the GPIO interface, and
the 2N2222 NPN transistor2 is powered by the GPIO port. The Raspberry Pi and
the lighting circuit are connected together with jumper cables. The LEDs are
connected directly to the breadboard.
2https://www.mouser.at/ProductDetail/Diotec-Semiconductor/2N2222A?qs=OlC7AqGiEDmNl
RSTGL2dYg%3D%3D

https://www.mouser.at/ProductDetail/Diotec-Semiconductor/2N2222A?qs=OlC7AqGiEDmNlRSTGL2dYg%3D%3D
https://www.mouser.at/ProductDetail/Diotec-Semiconductor/2N2222A?qs=OlC7AqGiEDmNlRSTGL2dYg%3D%3D
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Figure 4.5: The second prototype (left) and the circuit diagram of its lighting
(right)

The transistor supports up to 600mA. The resistor is fine tuned to 12Ω, which
lets throughamaximumof 160mA,preventing theoverheating anddestruction
of the transistor. A capacitor helps maintaining constant voltage through the
LEDs, mitigating the flickering of the lights.

Figure 4.6: Image taken by the second prototype

Therewere two versions of this prototype: Thefirst version had a problemwith
the LEDs reflecting from the filter itself, since it was in the same space. The
second version includeswalls between each LED and the camera. This prevents
the reflection showing up, when taking a picture while hiding the inner com-
ponents are hidden. On Figure 4.6, we can see an example image taken by the
second prototype.

4.4 Improved case and compact LED circuit

The third prototype has a minimized light control circuit. A new case was also
designed for it, which incorporates everything into a case. There are three
smaller filters: two for each LED and one for the camera. The case top was
mounted to the case with screws. This prototype can be seen on Figure 4.7.

The third prototype has the same lighting control circuit as the second one in
Section 4.3. The holes at the bottom and the top of the case ensures that the
Raspberry Pi has enough airflow, so it would not overheat over time. There is
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Figure 4.7: The third prototype without (left) and with the top (right)

only one hole on the side of the case, where the USB cable can be plugged into,
in order to power the device. Everything is mounted on the case with screws
and screw nuts.



Chapter 5

Development of the Authentication
Model

This Chapter discusses the development and evaluation of models for vein-
based authentication. It beginswith a discussion of the datasets used for train-
ingandevaluation (Section5.1),whichserveas thebasis to comparemodelper-
formance under different preprocessing levels.

Section 5.2 introduces traditional models that act as baselines for comparison,
highlighting their accuracy and performance across different settings. Then
Section 5.3 discusses the machine learning-based approaches and the design
and configuration of the neural network architectures.

During the training process, certain challenges were encountered that affected
the performance of models. These issues were analyzed in Section 5.3.3 to bet-
ter understand the limitations of the chosen approach. A solution to the iden-
tified problem is then presented in Section 5.3.4 in the form of an architectural
change.

5.1 Dataset preprocessing for evaluation and training

The Dorsalhandveins dataset, previously mentioned in Section 3.1.4, was used
for this project. A parallel can be drawn between dorsal and palm vein recog-
nition techniques because of the similarities between their vein patterns and
image acquisition methods. Access to other datasets mentioned in Section 3.1
was requested, however those requestswere rejecteddue to legal requirements.

Figure 5.1: The same hand from each created dataset

For image processing, the OpenCV [37] librarywas used, since it includesmany
image processing algorithms. With this tool, four different datasets were cre-
ated: The first dataset is the unprocessed. The second dataset is created by ap-
plying histogram equalization, then CLAHE with six different tile grid sizes.
These sizeswere 3, 7, 9, 11, 13 and 17. The clip limitwas set to2. The thirddataset
was created by applying thresholding on the second dataset. The thresholdwas

22
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set to a dynamic value calculated by averaging the minimum and maximum
intensity pixel. The fourth dataset was a precomputed one, that utilized val-
ley and curvature detectionmethods. [8] I used the precomputed dataset in the
project repository. These four types of preprocessing can be seen on Figure 5.1,
where eachmethod was applied on the same hand.

Each version of the datasets can point to the quality of the preprocessing level.
They show howmuch each step can improve the effectiveness of the given al-
gorithm, while the unprocessed set gives a baseline.

Figure 5.2: Left and right (mirrored) hand image of the same person

In the end, each dataset had 276 classes. Due to the distinct vein structures in
the left and right hands, even when mirrored (Figure 5.2), the dataset of 138
participants resulted in 276 classes, with each class having four instances. The
resulting datasets contained 1104 images each.

Different approaches can be found in literature which include vein extraction
and segmentation. [64] The CLAHE contrast enhancing algorithm is a compu-
tationally effective alternative to the Hessian filter that is used for segmenta-
tion, according to researchers. [71] Hessian filters also require careful param-
eter tuning.

The CLAHE algorithm also performs well in a variety of lighting conditions. It
is also easier to implement, since it does not require parameter tuning like the
Hessian filter does. The processing time of CLAHE algorithm is also lower than
the Hessian. [71]

5.2 Traditional models

ORB and SIFT were used for descriptor extraction. While ORB is a computa-
tionally more efficient algorithm, in some cases SIFT can create more precise
descriptors. [57]

Algorithm 720×1280 resolution 360×640 resolution

ORB 140ms 40ms
BFMatcher (ORB) 4ms 4ms
FLANNMatcher (ORB) 3ms 3ms
SIFT 981ms 201ms
BFMatcher (SIFT) 22595ms 522ms
FLANNMatcher (SIFT) 1426ms 184ms

Table 5.1: Processing time with different image resolutions

Brute-Forcewasused for theORBdescriptors, as forwithSIFT,FLANNmatcher
was used for quality metrics. On the Raspberry Pi, there was not a significant



5 Development of the Authentication Model 24

difference in ORB descriptor matching performance at higher resolutions, but
the runtime for SIFT was noticeably longer, as shown in Table 5.1.

Figure 5.3: FRR and FAR for the ORB algorithm

The ORB model performed best on the dataset, which was preprocessed using
CLAHE. The resulting false acceptance and rejection rates are shown on Figure
5.3. These threshold values also depend on the input data it is applied on. The
quality and resolution of the sensor might pick up details that other type of
sensors cannot.

Figure 5.4: FRR and FAR for the SIFT algorithm

The SIFTmodel produced similar results, which performed best on the unpro-
cessed set. The curves of the false rejection rate and acceptance rate is shown
on Figure 5.4.

Both the ORB and SIFTmodel was tested on 1920 image pairs. The distribution
of positive andnegativematcheswas also 50%, toget a balanced set. The full set
would have contained 1218816 pairs, with around 1.45%matching and 98.55%
non-matching pairs, making it heavily unbalanced.

5.3 Machine learningmodels

The planwas to create an embeddingmodel [24] byfirst simply training a Con-
volutionalNeuralNetwork (CNN) [20]with the classes found in thedataset. The
images had a resolution of 224×224 and had only one channel. Each dataset
was divided into a training set (600 images), a validation set (300 images), and
a test set (204 images). Each dataset described in Section 5.1 was utilized to de-
termine the effects of each preprocessing step.

In case the CNN model were to be successfully trained, its dense layers could
be removed. The output from the flatten layer would then be used as the image
embedding, which could in turn be used to train a Dense Neural Network [18]
for imagematching. Thismodel would have a single output that represents the
similarity between the inputs.
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5.3.1 Software Tools and Frameworks

Python [13] was selected as the primary programming language for the de-
velopment of the authentication models due to its flexibility, extensive library
support, andwide adoption in thefield ofmachine learning. In particular, Ten-
sorFlow [69] and Keras [54] libraries were used to implement, train and test
various neural networks. These tools helped with rapid prototyping of new
models, allowing experimentation with different network configurations and
hyperparameters.

The performance of each trained model was evaluated on the loss metrics,
where the best model was chosen. To compare the effectiveness of this neu-
ral network model, it had to be further evaluated using the metrics mentioned
in Section 2.4. This gave a comprehensive difference between the created ma-
chine learning model and the traditional models.

5.3.2 Convolutional Neural Network

Figure 5.5: The final configuration Convolutional model

For a Convolutional Neural Network,multiple configurationwere tried. The fi-
nal architecture of the Convolutional model can be seen on Figure 5.5. Unfor-
tunately, every configuration produced worse results during each step in the
training on the validation set. ADAMoptimizer [25] was used during the train-
ing, alongside with Stochastic Gradient Descent, [22] which did not change
the results. The validation loss kept increasing with each step, and the vali-
dation accuracy stayed at near 0. For trials, both Cross-Entropy [26] andMean
Squared Error [21] were utilized as loss functions. At first I thought that the ar-
chitecture of this model caused the problems. For that another approach was
tried: transfer learning [27].

Transfer learning with ResNet-50Model

ResNet-50 is a deep Convolutional Neural Network. ResNet stands for Residual
Network, and the 50 refers to the number of layers it has. [43] It uses residual
connections, which allow the network to learn residual functions that map the
input to the desired output. Residual connections help deeper layers to learn
much faster, without suffering from the problem of vanishing gradient. This
network was used for training, where transfer learning was applied. The par-
ticularmodel was pretrained on the ImageNet dataset [44]. Unfortunately, this
approach yielded the same outcome as the CNNmodel without transfer learn-
ing.
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5.3.3 Possible problem

The models mentioned in the previous sections failed to produce meaningful
results, as indicated by a validation loss that increased from the outset and a
validation accuracy that remained near zero. A potential problem is that the
class boundaries learned by the model were too indistinct. This means that a
slightly varied input from the same class could be classified as two different
classes.

Tomitigate the challenges posed by the limited number of instances per class,
two solutionswere considered: data augmentation [77] and the use of an alter-
native dataset.While data augmentationwas attempted to increase thenumber
of instances, it proved insufficient in resolving the training problem. Addition-
ally, using a different dataset with more instances per class was not a viable
solution due to the reasons mentioned in Section 5.1.

The problemof having too few instances per class can be solved by reducing the
number of classes for the model to learn from. This method however, does not
improve real-worldperformance, as it creates amodel that over-generalizes to
the includedclasses.Thebenefit is that itmakeshyperparameter tuningamuch
easier task. A total of 10 classes was chosen after trials with different numbers
of classes. Even with this number of classes, the model still did not succeed to
learn the classification task.

Another solution to this would be to use a different self-supervised learning
method called similarity learning or contrastive learning [1, 10]. This method
changes the model’s output from a class label to an embedding space, where
the training objective is to minimize the distance between embeddings of the
same class whilemaximizing the distance between different classes. This pro-
cess creates a well-separated embedding space and can be achieved by using a
different learning approach, or by creating a model with a different architec-
ture.

Figure 5.6: The architecture of the Half-Twinmodel
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5.3.4 Half-Twin Neural NetworkModel

The Half-Twin model [3, 23] produced measurable results on the datasets.
The network configuration is very similar to the Convolutional Neural Network
mentioned in Section 5.3.2. The configuration of it can be seen on Figure 5.6.

The network was trained on 2000 instances of image pairs, and the validation
set consisted of 320 pairs. The test set was the same used in Section 5.2 with
1920 instances of image pairs.

The end result of the twin model training is presented on Figure 5.7: as we can
see, themodelperformedbest on theunprocessed rawdataset.During training,
each dataset has been normalized.

Figure 5.7: Loss and accuracy during training of the Half-Twinmodel

As we can see on Figure 5.8, the model performed best on the unprocessed
dataset, where the threshold for recognizing the two patterns as „same” was
set to 0.6. The timeperformance of its Convolutional layers on a 224×224 image
is 320ms, and the fully connected layers’ is 493ms.

Figure 5.8: Authenticationmetrics of the Half-Twinmodel on each dataset



Chapter 6

Authentication pipeline

This Chapter discusses the authentication pipeline made to provide a realistic
use case scenario on an embedded device using the traditional methods. Sec-
tion6.1mentions the possible triggeringmechanism for activating the prepro-
cessing and feature extraction steps of the pipeline, while preserving resources
during the inactive phase. Section 6.2 goes through the parts of the authenti-
cation algorithm, where each step is discussed in detail.

An experimental authentication pipeline was made to prove that hand vein
recognition can be used on an embedded device. The second prototype version,
described in Section 4.3, was used first and later a better case was designed,
which can be seen in Section 4.4. The second prototype had a problem with
lighting, because the filter itself was to narrow and half of the viewing angle’s
of the LEDs were blocked. This issue was fixed with the third prototype. The
filter was separated into 4 equivalent segments, where 3 of them were used to
cover the camera and the two LEDs.

6.1 Authentication triggers

Authentication triggers are important parts of the pipeline. We want to detect
when to apply recognition, since we do not want to waste system resources on
inputs not containing the target, in this case the palm of the user.

6.1.1 Region of Interest

Figure 6.1: Hand landmarks [46]

The Region of Interest (ROI) [2] is a specific area in the image or data that is
identified for a particular purpose. This method is used to increase efficiency
and reduce computational time by narrowing the scope of the analysis to the
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palm of the hand. For this, Google’s MediaPipe [47], an AI solution library was
used. It is open-source and contains a suite of libraries and tools to quickly ap-
ply artificial intelligence and machine learning. These solutions include hand
landmark detection, which was used to create the bounding box of the palm.

The algorithm can extract either the palm, or dorsal region of the picture when
a hand is detected. It uses the resulting index finger metacarpophalangeal
(MCP) and pinky MCP landmarks defined by the MediaPipe library – which
we can see on Figure 6.1 – to create a square region on the hand, after which
the detected region is rotated and cut. The resulting image is then resized to a
224×224 image.

Figure 6.2: Region of Interest borders on the detected hand

It does notmatter which side of the hand is shown on the image, the algorithm
detects it, and calculates the right regionboundaries (Figure6.2). It also rotates
the image, meaning the hand is always pointing in the upright position.

6.1.2 Closeness

The created detection algorithm is also capable of monitoring the distance of
the closest object to the sensor. The used camera has an auto-focus feature.
After it is performed, the algorithm queries the lens position of the camera,
where the inverse of the lens position is the focal distance in meters. [50] If
an object is close to the device – currently configured to 20cm or less – the
algorithm can trigger the authentication sequence.

6.2 Algorithm

As a proof of concept to demonstrate themodels’ application in a real-life sce-
nario, a simple algorithm was created. This algorithm includes a timer for the
LED that is initially set to zero and turned off to conserve energy. At each itera-
tion, the timer is decremented if its value is greater than zero. Upon the detec-
tionof ahand, theLED is turnedonand the timer is reset to thevalue configured
in the settings.

We can set aminimumand amaximumvalue for the LED control, which repre-
sent the amount of power delivered to theLED. In a buildingwhereLED lighting
is used, the lighting might not produce any infrared light, which would make
the image completely dark. Setting the minimum value higher than zero en-
sures that visible light is always present during image capture. This is also use-
ful foroutdoordeploymentornear awindow,whereduring thenightnonatural
infrared light source is present.
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Figure 6.3: The authentication pipeline

After extracting theRegionof Interest, theCLAHEpreprocessingmethodmen-
tioned in Section 2.5.2 is applied on the image. This preprocessing method is
not sensitive to lighting conditions, which makes the resulting images easy to
use for recognition.

The current pipeline uses the ORB descriptor with Brute-Force matching. Al-
though the machine learning solutions need extra training data to get better
performing result for a real-time scenario. When calculating the descriptors
either ORB, SIFT or an embeddingmodel could be used.

The resulting descriptors or feature vector then can be matched or compared
with the database instances. The database itself can only store the precalcu-
lated values, instead of storing the images itself, to conserve space, save com-
putational resource and to be more secure. The algorithm itself was designed
to be modular, meaning different database solutions can be implemented.

The process of matching extracted data can be accomplished through several
methods, each with its own advantages. Traditional methods and similarity
metrics can be employed for this purpose. These techniques, such as Euclidean
distance or correlation, directly compare the features of two templates to as-
sess their likeness.

Alternatively, a more advanced approach could involve training a neural net-
work to perform the matching. This method would be effective, because the
network can be trained to learn a high-level embedding of the data. The net-
work could learn to compare these embeddings, allowing it to determine the
similarity between two inputs. This could be more effective than traditional
metrics for handling complex, non-linear relationships within the data.



Chapter 7

Conclusion and FutureWork

This concluding chapter reflects on the key findings and contributions of this
thesis, and it outlines possible directions for future work.

Conclusion

For hand vein recognition task the need of specialized sensorsmakes it hard to
capture by everyday cameras,making it hard to forge, and it’s contactless form
makes it more hygienic and harder to trace.
Using an embedded system is a viable solution for an authentication device, as
it results in a compact form factor. This compact designmakes the sensor easy
to deploy and set up in various environments.
Traditional methods for vein recognition are a viable alternatives to machine
learningmodels. Higher quality and bigger quantity of data needed for thema-
chine learning models to perform better. This not only means the number of
instances, but also the amount of classes that the dataset incorporates. Better
quality of the instances – bigger image resolution, less noise on the image –
also help with the training process
The developed authentication pipeline is a viablemethod for re-identification.
The LED controls work perfectly under deployment, even without ambient in-
frared light. Both the ROI detection and closeness detection work, and produce
usable images for the algorithm to process. The algorithm itself recognizes the
hand, and if the database contains the specific target, a method is triggered.
The combination of the lighting and image sensor captures well the veins un-
der the skin of the user. The infrared pass-through filter improved this fea-
ture acquisition, andwith the help of the preprocessing algorithm–mainly the
contrast limited adaptive histogram equalization – the target is successfully
captured in different lighting conditions. This alsomeans that the distance be-
tween the captured hand and the sensor itself can vary, a strict rule for distance
is not needed.
While the developed solutions are not better than the commercially available
sensors, with enough good quality data they can become close to them. It is
also difficult to gave a comparison between the developed solutions, because
they use different datasets for evaluation.
Theexperiments and results showthat thegoalsof this thesiswere successfully
met. The thesis explored the field of vein biometrics and successfully built a
working self-contained authentication systemusing an embedded device. This
developed system works well, demonstrating that a small, low-cost device is
a viable option for real-time vein recognition, as it successfully handles im-
age capture, processing, and authentication. While its performance can be im-
provedwith higher quality data, this project provides a solid foundation for fu-
ture work.
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FutureWork

Migrating the Python code to Rust [70] could improve the performance and in-
crease security. Since Rust is a compiled language, it is much faster at execut-
ing the processing needed for recognition, feature extraction, preprocessing
and matching. It is also a memory safe language, which further improves the
security, after it has been deployed.

A solution other than a different architecture of the CNN model is similarity
learning (Section 5.3.3). This helps to train the model to not recognize exist-
ing classes, but to differentiate non-matching vein patterns by increasing the
distance in embedding level.

Trying out different cameras with the selected authentication algorithm: there
aremultiple cameras that have higher spectral sensitivity in the infrared range
than the camera used in the thesis. Higher resolution cameras might capture
fine details of the hand. A higher field-of-view can reduce energy consump-
tion, since the hand can be closer to the camera, and this requires less intense
lighting.

The Raspberry Pi Foundation produces smaller single board computers than
the one used during development. This can further decrease the physical foot-
print of the device. A small screen displaying what the camera can see could
also be included in this device, to give feedback to the user.
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