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Tobias Höller∗, Michael Roland and René Mayrhofer
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Abstract

Digital identity documents provide several key benefits over physical ones.
They can be created more easily, incur less costs, improve usability and can
be updated if necessary. However, the deployment of digital identity systems
does come with several challenges regarding both security and privacy of
personal information. In this paper, we highlight one challenge that digital
identity systems face if they are set up in a distributed fashion: Network
Unlinkability. We discuss why network unlinkability is so critical for a
distributed digital identity system that wants to protect the privacy of its users
and present a specific definition of unlinkability for our use-case. Based on
this definition, we propose a scheme that utilizes the Tor network to achieve
the required level of unlinkability by dynamically creating onion services and
evaluate the feasibility of our approach by measuring the deployment times
of onion services.
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1 Introduction

Digital services have become an essential aspect of everyday life for many
people in the last decade. In combination with the trend to embed computing
capabilities in physical devices this has lead to an increased demand for digi-
tal identity systems. Their identities can be used in purely digital transactions
like creating accounts for services or in physical interactions like verifying a
driving license. Digital services need reliable digital identities to prevent fake
accounts, limiting access for underage users, or holding their users legally
responsible for their actions on a digital platform. Systems like the European
e-ID provide this kind of functionality.

More physical applications require a stronger coupling between a digital
identity and a physical individual. A recent example for this is the EU
Digital COVID Certificate [8], a QR-code based approach to track both
tests and vaccinations for the COVID-19 virus. These codes contain the
information required to identify a person (name and birthday) along with a
signed statement about their test result/vaccination. Since digital documents
can easily be duplicated, the same document could be presented by multi-
ple individuals that all claim to have the same name and birthday. This is
prevented by mandating that a QR code is only valid in conjunction with a
photo ID document that matches the name and birthday in the vaccination
statement. Consequently, the EU COVID certificate must be considered a
digital extension for a physical identity, as it does still depend on a physical
ID being present.

There are also systems like Aadhaar [11] or the current mobile driving
licence (mDL) standard [14] that include biometric information about the
owner allowing verifiers to link a physical individual directly to a digital
document without the need for any physical form of ID. These approaches
cover the widest range of possible applications, but at the same time they also
come with the most problems in regards to privacy.

Arguably the most important of which regards user linkability. If a single
digital identity is used across a wide range of services, those services should
not be able to link their users based on the digital identity they used to create
their accounts. Aadhaar for example faces this issue because it reuses the
same global identifier (12-digit Aadhaar number) for every service, while the
European eID avoids that problem by deriving service specific sub-identifiers.
While one approach is clearly preferable to the other, both concepts suffer a
second linkability issue at the provider side. As long as digital identities are
hosted by a central authority, this authority can track when, where, and how
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a digital identity is being used. Therefore, these systems require significant
trust from their users to be accepted and at least in the case of Aadhaar there
have been numerous reports indicating that this trust might be misplaced [9,
23, 31].

The only way to mitigate this issue is to decentralize digital identities
by storing them on user controlled devices like it is done with mDL. If
verification happens locally between two devices, there is no central provider
that could track the usage of a digital ID. However, mDL and similar systems
have to include the biometrics of the identity holder so multiple verifiers can
easily find out if they have seen the same ID or not. This brings us back to
unlinkability as a key requirement for distributed digital identity systems.

The general unlinkability requirement can be split up into several more
specific sub-requirements: First, we need a way to compare biometric features
without disclosing enough information about them to make them linkable.
Thankfully, there are multiple research efforts directed towards implementing
privacy preserving biometrics, which demonstrate that unlinkability on a
biometric level is achievable [19]. Second, the cryptography used to sign
digital documents must also maintain unlinkability. Approaches based on
zero-knowledge proofs like IBM’s identity mixer [3] or the W3C’s verifiable
credentials [24] are promising solutions for this and should lead to future
digital identity systems that provide unlinkability on a biometric and a cryp-
tographic level. However, there is a third layer of unlinkability that must be
considered when designing a distributed digital identity system, which brings
us to the main issue discussed in this work:

In every decentralized identity system, specific devices have to interact
whenever a digital identity is being used. Even if the communication is safely
encrypted, information like source and destination addresses or timestamps
cannot be concealed from attackers listening in on the network. By removing
centralized digital identity providers that could track the usage of digital iden-
tities, that capability moves to network providers that can see the traffic going
back and forth in a distributed identity system. Therefore, every distributed
digital identity system that wants to protect the privacy of its users must find
a way to ensure unlinkability on a network level.

In this paper, we present a specific definition of network unlinkability
for distributed digital identity systems. Based on this definition we propose
a way to instrument the Tor network to provide the required unlinkability.
Finally, we investigate the time it takes to provision Tor onion services in
detail because this time is of crucial importance for our proposed approach
towards achieving network unlinkability.
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2 Network Unlinkability

As stated in RFC 6973 [5] unlinkability only has meaning within a system
that defines items of interest (IOIs), the systems anonymity properties, and
entities interested in linking data (attackers). Once those have been defined,
unlinkability is achieved by making sure that attackers cannot tell if two IOIs
are related or not. Since some of our attackers might resort to statistical
analysis, we clarify here that we need attackers to be unable to tell with
reasonable certainty if two IOIs are related or not.

2.1 Items of Interest

When talking about network traffic, IOIs are usually derived from network
packets. The most significant attributes from a privacy perspective are the IP
addresses (IPv4 or IPv6) of both sender and destination, the time when the
packet was sent and the amount of transferred data.

In order to properly assess the value and significance of this information,
it is important to know when it is produced, meaning when network commu-
nication takes place. For a distributed digital identity system to work, there
are a few network communication paths that have to be used. First, the user-
controlled device holding the relevant identity information (= identity agent)
must communicate with a biometric sensor, to confirm that the physically
present individual is actually the holder of the provided digital identities.
Second, the identity agent has to provide digital credentials to the entity
that needs to verify the identity (= verifier). Although sensor and verifier
are likely operated by the same entity, they have to be treated as distinct
devices if they are not running on the same device, which we believe to
be unlikely. Consider a simple example like validating passports at airports:
There would be hundreds of sensors needed to measure biometric infor-
mation, but verifying the provided digital identities could (and most likely
would) be centralized at a single instance.

2.2 Attackers

When thinking about network metadata it is tempting to assume attackers
are able to see everything. However, the assumption that potential attackers
are able to see 100% of the network all the time, makes it impossible to
conceal any metadata from them, meaning that the system must not produce
any privacy relevant metadata. As this is almost impossible to achieve, we
assume more realistic scenarios:
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At the very least attackers need to be able to monitor the network traffic of
a single device that participates in a digital identity system. Obviously, a dedi-
cated attacker could also gain access to the network traffic of multiple devices
to learn if and when those devices interact. On a larger scale organizations
like internet providers which handle network traffic for their customers could
abuse their access to build extensive behavior profiles on their customers. On
a national level, governments could force all internet providers to secretly
monitor the usage of digital identities to monitor their population. Finally,
we do already know that on an international level it is common to monitor
large quantities of network traffic by wiretapping larger internet exchange
nodes [17, 18].

When thinking about the capabilities of attackers, it is usually worth
considering the motivation of attacker as well. On an individual level, an
attacker might abuse an identity system to stalk a victim via his or her identity
agent. Alternatively, an attacker could target a verifier to learn how many
customers a service handles. This would fall under the corporate espionage
category. Organizations collecting data about their users, generally want to
use that information themselves or sell it to other interested parties. While it
could be argued that data collection by a company to improve its services
is not a bad thing, we consider extracting information about individuals
from their network patterns (without their explicit consent) malicious and
categorize it as a potential attack. Attacks on privacy happening on a national
level are usually motivated by obtaining information for law enforcement.
While enforcing laws is a reasonable goal and information about specific indi-
viduals would certainly be useful to it, not all countries have law enforcement
that respects and protects the freedom and privacy of citizens. Therefore, a
privacy-preserving digital identity system must consider law enforcement try-
ing to monitor the population as an attacker. Finally, international surveillance
is almost always conducted as part of state sponsored intelligence gathering.
If we consider local law enforcement as malicious then that must also apply
to foreign governments, which are far less likely to respect the privacy of
non-citizens.

2.3 Implications

Any attacker monitoring network traffic can easily decide if two connections
are related if they use the same source or destination IP address. Conse-
quently, a privacy preserving digital identity system must find a way to
either conceal IP addresses from attackers, which is not supported by current
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network implementations or reduce the information value provided by the
collected IP addresses. This could be achieved by sending all messages via
randomly selected proxies. An attacker would still see IP addresses and could
still link them, but since they are selected randomly linking them provides no
relevant information to the attacker. However, even if the IP address itself
is taken care of, attackers able to monitor the traffic of more than a single
client could use statistical analysis to link packets based on the data size
and timing of the transmitted packet. While it would be possible to prevent
traffic correlation based on packet size and timing by introducing padding
and delays, doing so would lead to a system with significant latency issues
that would most likely be rejected by users. Therefore, we are forced to relax
our unlinkability requirement in this area to specify that attackers with access
to a large set of network traffic should be unable to extract IOIs belonging to
a specific individual and attackers must still be unable to tell for the majority
of IOIs if they are related or not.

Finally, it should be noted that if an attacker is able to monitor the traffic
of an individual device, there is no need for IOIs to identify one commu-
nication partner. The mere existence of traffic informs the attacker that the
monitored device is interacting, revealing sensitive metadata in the process.
Such traffic will always be linkable, making this a threat that distributed
digital identity system will have to live with.

3 An Unlinkable Distributed Network via Tor

The standard solution for concealing network IP addresses is onion rout-
ing [10]. It protects traffic by encapsulating it in multiple layers of encryption
and routing the traffic through a series of proxies, with each server stripping
off one layer of encryption. Onion routing can conceal the IP addresses of
communication partners and makes traffic correlation attacks significantly
harder [1].

For the purpose of this research we evaluated different approaches
towards onion routing to learn which would be most suited for a pri-
vacy preserving distributed digital identity system. Fundamental changes
to basic networking protocols like proposed by HORNET [4] would most
likely provide sufficient unlinkability, but we do not see such approaches
being deployed at a larger scale in the near future. Instead we investigated
approaches that implement onion routing as an overlay network on top of
the current Internet architecture, as these approaches can already be used
in practice. The two most important contenders in this field are Tor [29]
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and I2P [13]. The design of I2P is intended for building privacy preserv-
ing distributed systems on top, while the Tor project is mainly focused on
enabling users to browse the web privately. It would therefore be a reasonable
assumption that a distributed digital identity system should be built on top of
I2P, as its design clearly tries to support this kind of scenario. Ironically, this
is not the case. The Tor project has focused on a much more requested use-
case, causing it to accumulate far more users and supporters, which in turn
enabled it to develop advanced features like onion services that also allow
building distributed systems within the Tor network. Compared to I2P, Tor’s
implementation has more features, is better tested and has a much larger
network of relays to work with, making the Tor project the best candidate
for building a privacy preserving distributed digital identity system.

3.1 Tor

Tor is an onion routing technology that anonymizes network traffic by tun-
neling it through several nodes. A connection established via the Tor network
is referred to as a circuit and usually consists of three nodes. The guard node
(also called entry node), a middle node, and an exit node. Multiple layers of
encryption enforce that only the guard node knows the origin of the traffic
and only the exit node knows the destination [7].

The overwhelming amount of Tor traffic is used to connect to public
websites. Access to Tor onion services makes up only ∼1.5% of the total
traffic going through the Tor network [30].

Tor keeps track of all nodes currently existing within the Tor network in
the consensus. The consensus is created by a group of highly trusted relays,
called the directory authorities, and updated hourly. Important for onion
services is the fact that every 24 hours a new shared random value is generated
and published by the directory authorities. Unless otherwise specified, time
periods mentioned in this paper refer to the 24 hours a shared random value is
valid and when values are derived from time periods, they are derived using
the shared random value of the time period.

Onion services were initially created as an example for systems built on
top of the Tor network [6] and enabled users to provide services without
disclosing their IP addresses or even having a public IP address. It found
reasonable acceptance within the Tor community and several projects (for
example SecureDrop [25] and Cwtch [20]) were built on top of it. Over time,
several critical issues with the previous version (V2) of the onion service
protocol were identified, like the use of 1024-bit RSA and SHA1 which
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are no longer considered secure. Those ultimately lead to the publication of
version 3 (V3) of the onion service protocol. Unless otherwise specified all
following descriptions refer to V3 onion services.

Onion services enable the operation of globally accessible anonymous
services. While the details of the onion service specifications [26,27] are quite
complicated, the basic concept is relatively easy: Servers select introduction
nodes, which can be used to contact them. They publish these introduction
nodes within the Tor network, so other clients can find them. Clients can
then request a connection with the onion service at a rendezvous point
of their choice via an introduction point. Establishing the connection via
such a rendezvous point provides anonymity to both the client and the
server.

3.1.1 Creation of onion services
Every onion service is identified by a master keypair.

• The private master key grants full control over an onion service. This
key is only used to derive blinded signing keys. Onion services use a
new blinded signing key for each 24 hour time period. The fact that
these keys can be precomputed allows offline storage of the master key,
as it is only occacionally needed to precompute another batch of blinded
signing keys.

• The public master key is encoded within the address of the onion service.
Along with an optional secret, which can be used to protect an onion
service with a password, it forms the onion service credential that clients
need to know in order to connect to an onion service.

In order to create a new onion service, the host has to first pick three
introduction points. Any nodes within the Tor network can be picked for this
purpose, by default they are chosen at random. To hide the network location
of the onion service, the host establishes connections to all introduction nodes
via Tor circuits and keeps them open as long as the service persists.

In the next step, a hidden service descriptor is created to inform clients
about the introduction points of a service. Every descriptor is identified by a
blinded public key, which is derived from the hidden service credential and
the shared random value of the current time period. Most of the descriptor
is encrypted, only information needed to store and distribute the descriptor,
like version and lifetime is transferred in plaintext. All other fields, like the
list of introduction points, are encrypted with another key derived from the
hidden service credential and the current time period. If client authentication
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is enabled, a second layer of encryption is introduced to ensure that only
selected clients can read the descriptor.

Once the descriptor has been correctly generated, it must be published
so clients can access it. This is done via a distributed hash table (DHT)
split across a subset of Tor nodes referred to as the hidden service directory
(HSDir). The location of the descriptor within the DHT is determined by
hashing the blinded public key, along with the current time period and
the replica number. Replicas are used to distribute descriptors randomly
across the HSDir. Additionally, a spread is defined to upload a descriptor
not only to the single node determined by the location, but also to the
closest nodes within the hash table. So, if one node fails the descriptor
remains reachable. By default, onion services use two replicas and spread the
descriptor over four nodes, resulting in 8 descriptor uploads for every onion
service.

3.1.2 Access to onion services
To connect to an onion service, a client must first know the onion address,
which contains the public part of the master keypair. With that information
(and an optional secret) the hidden service credential can be derived. That
enables the client to calculate the identifier of the service descriptor it is
looking for, by blinding the credential with the current shared random value.
Hashing the blinded key along with the time period and replica number tells
the client the location of the descriptor within the HSDir. By default clients
randomly contact one of the three HSDir nodes closest to the calculated
location.

Any request to the HSDir must be made via Tor to ensure that clients
remain anonymous to the operators of the Tor relays hosting the hidden
service directory. Once clients receive the desired descriptor, they can decrypt
it by deriving the decryption key using the credential and the current time
period.

The client then picks a random node within the Tor network as a ren-
dezvous point and establishes a circuit to this node. Afterwards it connects
to one of the introduction points stated in the descriptor and asks the onion
service to meet at the chosen rendezvous point. The introduction point can
forward the request through the still open circuit maintained by the host
responsible for the onion service. Upon receiving the request, the onion
service creates a circuit to the rendezvous point and has its circuit connected
directly to the circuit of the client. At this point a circuit across six relays
connects the client to the onion service.
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3.2 Privacy issue with onion services

Onion services are essential for a privacy preserving distributed system on
top of the Tor network, because they are the only way to conceal destination
addresses. Without them, devices within the system would have no way
to accept incoming connections making it impossible to form a distributed
network. However, if we assume that devices are accepting incoming con-
nections via Tor onion services, the question arises if the onion addresses
become a new IOI that can be linked. At first glance this seems not to be
the case because onion addresses are never visible to attackers monitoring
the network. Unfortunately, a distributed network on top of Tor has to
assume that devices share their onion address with all other devices making
it effectively public knowledge. That means that attackers would most likely
be able to learn the onion addresses used by specific identity agents, which is
problematic due to an inherent issue of Tor onion services:

Every connection to an onion service requires fetching the current
descriptor from the hidden service directory. So the relays forming the hidden
service directory can now keep track of when and how often an identity agent
is contacted. Instead of monitoring their victims network traffic, attackers
just have to expand resources to become part of the hidden service directory
and they can monitor a random share of onion services every day. Previous
research [2, 12, 21] has demonstrated that this issue can be exploited to
obtain significant information about onion services. From the Tor project
perspective this issue is acceptable, as it does not compromise the anonymity
of the communication partners, which is their primary focus. However, for
an identity system that expects attackers are able to link onion addresses to
identities, information about when and how often an onion service has been
used must be protected.

3.3 Dynamic onion services

One way to avoid onion services from being linked is by creating onion
services dynamically and only using each onion service for a single purpose.
This is possible because onion services can be created without any manual
configuration. Every Tor client connected to the Internet can deploy a fresh
onion service within seconds. Deleting an onion service is even faster, since it
instantly stops working when the circuits to the introduction points are closed.

That makes it possible to dynamically create onion services that are only
used for short periods of time before being discarded. The hidden service
directory only leaks information about specific onion addresses known to
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the attacker while information about two different onion addresses remain
unlinkable. While dynamic onion addresses solve one linkability issue, they
introduce a new one: How can we share those short-lived onion addresses
with future communication partners? If they are published, they become
easily linkable for attackers, so this is not an option.

Ideally, there is a secure channel to exchange an initial onion address and
afterwards onion addresses can be rotated by including a new onion address
in every message. If that is not possible, a device could run a static onion
service that can be queried to request an initial onion address that can be
rotated dynamically in the future. This comes with other issues like how to
handle DOS attacks that request an unlimited amount of onion addresses,
but would enable the distribution of onion addresses. Note that while the
initial distribution would be linkable (i.e. an attacker could find out when and
how often addresses are handed out) all future communication would remain
unlinkable.

Another question to ask, is if the Tor network would be able to handle
the additional load introduced by instrumenting onion services in this way. A
positive property of onion services is that they do not require any exit relays,
as their traffic stays within the Tor network. So the part of the Tor network
that is most susceptible to overload can be ignored for our considerations. The
hidden service directory would be hit with a significantly larger amount of
upload requests, but since it is distributed across lots of nodes the additional
load is unlikely to become an issue. What would significantly change is
the amount of onion services existing in parallel, since most players in
a distributed system communicate with more than one party. That in turn
increases the amount of introduction points needed and with it the number of
active circuits. While that definitely puts additional strain on the Tor network,
that load should scale without issues as long as a successful digital identity
system relying on Tor encourages the deployment of additional Tor relays,
this should not be an issue.

Performance problems are more likely to arise when operators try to
deploy onion services dynamically. While Tor does not limit the amount of
onion services a client can deploy, the current implementation refuses to re-
use Tor relays that are already used in an active circuit. At some point all
available relays in the Tor network are used for circuits to introduction points
leaving Tor unable to either connect to a rendezvous point or create additional
onion services. During our testing we confirmed that a Tor client can maintain
more than 100 onion services in parallel without issues. However, when
having to create a new onion service regularly, the creation time of onion
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services turns out to be a problem. Before a client request can be answered, a
new onion services has to be deployed so it can be included in the response.
This effectively increases the latency of a digital identity system that is
already slowed down by sending messages via a six-hop circuit even more
because it has to wait for the new onion service to be deployed.

4 Deployment Time Analysis

To find out if it is feasible for a client to create new onion services dynami-
cally, we need to quantify the negative performance introduced by it. To do
this we measure the time between instructing a host to generate an onion
service and clients being able to access it. Only if this time is sufficiently low,
it may be acceptable to generate onion services on-demand, which is required
to build a digital identity system relying on this feature.

Our measurement setup is inspired by previous work of Loesing et al. [16]
and Lenhard et al. [15], but instead of measuring the time it takes to access
an onion service, we measure the time it takes to create one.

4.1 Measurement Setup

We use the Tor Stem1 library to generate onion services. Timing information
is extracted from the log file created by Tor and event listeners attached via
the Stem library. This allows measuring the time of the following events:

• Start connecting to introduction point,
• circuit to introduction point established,
• introduction point ready,
• service descriptor created,
• start upload to HSDir, and
• finish upload to HSDir.

No good solution was found to measure the time it takes Tor to select
introduction nodes when creating a new onion service. It seems reasonable
to assume that this time is insignificant for the overall latency, but it could
be speculated that one host running many onion services could experience
deteriorating performance as Tor does not reuse introduction points2.

1https://stem.torproject.org/
2The official documentation still has an open TODO on picking nodes. However, a review

of the Tor implementation revealed that this is the case.

https://stem.torproject.org/
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All our tests were conducted with version 0.4.3.5 of Tor and ran on a
virtual machine running Debian 10, which was monitored to ensure that
no local limitations regarding CPU, bandwidth, latency or memory would
impact our measurements. The Internet connection (1GBit/s, low latency)
was constantly monitored to be working within “normal” parameters, in order
to assure that we do not accidentally measure latency effects or outages
introduced primarily through our own Internet link.

To ensure that measurements do not influence each other, a new Tor
process is completely bootstrapped within a fresh Docker container for every
onion service. Our test system runs one test at a time to avoid different onion
services impacting each other. To mitigate the effects of possible issues with
our Internet connection or the Tor network, tests are conducted in a loop.
Every iteration of the loop tests every configuration once. This loop ran more
than 1500 times over a period of 10 days to obtain a sufficiently large sample
size.

The Docker container specification with our measurement implementa-
tion is available at https://github.com/mobilesec/onion-service-time-measur
ement to enable other researchers to reproduce our measurements.

4.2 Measured Configurations

As already mentioned, onion services are still in development and can,
therefore, currently be deployed in different configurations. To find out if
the method of deployment has an impact on the provisioning time of onion
services, four different types were measured:

1. V2: A V2 onion service with default parameters: Old, no longer recom-
mended version, which was mainly included to enable comparisons with
previous research.

2. V3: A persistent V3 onion service with default parameters.
3. Ephemeral: A V3 onion service with default parameters which can only

be created via the control protocol and will only exist as long as the
control connection to the Tor instance is maintained.

4. Vanguard: A V3 onion service with the Vanguard [22] extension to
harden it against different deanonymization attacks.

4.3 Results

Figure 1 provides a good summary of the results of our analysis. The changes
implemented by V3 of the onion service protocol have significantly improved

https://github.com/mobilesec/onion-service-time-measurement
https://github.com/mobilesec/onion-service-time-measurement
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Figure 1 Overview of provisioning times.

deployment times from about half a minute to less than 10 seconds. There
are no significant differences between normal and ephemeral onion services,
which is no surprise considering that the only difference between those is
the persistence of cryptographic keys on disk. The Vanguard extension also
shows no significant changes in provisioning time, which is unexpected
because modifying Tor’s behavior via the control protocol should actually
cause a performance overhead, but is apparently not relevant for our measured
scenario.

4.3.1 Provisioning stages
A potentially interesting explanation for the significant differences in pro-
visioning times between V2 and V3 is provided by Figure 2. It splits the
provisioning into three stages:

1. The time it takes the host to establish the introduction points for the
onion service,

2. the time it takes to generate a descriptor for uploading after introduction
nodes have been established, and

3. the time it takes to actually upload the descriptor.

The first fact to note here is that V2 onion services appear to take much longer
to generate their service descriptors. Since there was no obvious reason for
such a significant performance difference, we investigated the source code
and found that the current implementation of Tor V2 onion services waits
30 seconds before uploading a descriptor. There is no explanation in the
specification [26] as to why this delay is necessary and the source code only
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Figure 2 Composition of provisioning times.

comments that the delay is introduced to ensure that the descriptor is stable.
Since V2 onion services are going to be disabled in October 2021 [28], we
did not spend additional time on analyzing this issue.

Figure 2 also reveals other less obvious, but interesting, aspects. For
example, it confirms a suspicion that is hard to verify on the logarithmic scale
of Figure 1, namely the fact that for V2 onion services, upload times have not
only less impact on the total provisioning time, but are also lower in absolute
numbers. The exact reasons for this behavior is analyzed in Section 4.3.2.

Another interesting observation is the fact that establishing introduction
nodes is insignificant to the provisioning time of an onion service across
all configurations. This observation is however not fully correct because as
already mentioned all our measurements were conducted with fully boot-
strapped Tor instances. During the bootstrapping process, several circuits
(in our experiments we encountered between 2 and 15 circuits during boot-
strapping) are prepared, so they can be used for later connections. In our
setup, these circuits are always used to connect to introduction points, so our
measured time for the creation of introduction points does not include the
circuit creation time. Since Tor already collects detailed metrics on circuit
creation time [30], there was no reason to analyze them ourselves.

What is worth noting, is that the Vanguard plugin almost doubles the
introduction node building time, without impacting the overall provisioning
time. At first glance, this seems to imply that Vanguard is actually decreasing
the descriptor creation time, which is unlikely considering the fact that
Vanguard makes no changes to service descriptors. Instead, the difference is
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caused by the fact that the generation and derivation of all keys required for
creating a service descriptor take a constant amount of time and can already
start before the introduction points have been selected. We verified this by
deploying onion services with 10 introduction points. Naturally, they needed
more time to establish their introduction points, but they still finished creating
their descriptors at the same time as services with only three introduction
points. This shows that the time needed to establish introduction points is
currently irrelevant for the provisioning time of an onion service.

Our final observation is that the descriptor upload is the most significant
factor for total provisioning time in current onion service configurations, so
we look at them in more detail.

4.3.2 Descriptor upload times
Our results for descriptor upload times have to be put in context to be
understood further: Every onion service uploads its descriptor to several
nodes on the hidden service directory. The number can be configured by
each service, but the defaults are three nodes for V2 descriptors and four
nodes for V3. Both are uploaded in two replicas, so in total there are 6 and
8 uploads. Additionally, the V3 onion service specification requires them to
always be valid in two time periods, the previous one and the current one. So
when creating a new V3 service from scratch (as done by our test setup) 16
descriptors are uploaded initially.

When Tor clients try to access an onion service, they use their current time
period. The previous one is only uploaded to avoid synchronization issues
with clients that are still in the previous time period. Tor clients randomly pick
one out of only three nodes from one of the two replicas. The fourth upload
in V3 is only there to handle situations where a HSDir node goes offline.
This means that a single upload could be sufficient to allow an incoming
connection. Unless there are any issues with synchronization or failing nodes,
six uploads already enable full connectivity. Our measurement setup was not
designed to take this into account. Instead, we assume that a descriptor has
been successfully published when half of all uploads (3 for V2 and 8 for V3)
have been completed. The upload time in Figure 2 shows how long it took on
average to complete half of all uploads. This decision removes the impact of
very slow uploads and tries to find a middle ground between trying to find the
earliest time when connections are possible and the time when connections
are almost certain to succeed without retries.

Figure 3 shows the duration of individual descriptor uploads. The major-
ity of upload requests finish in less than 5 seconds and almost all uploads
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Figure 3 Time it took individual uploads to complete.

Figure 4 Time to upload descriptor via established circuit.

complete after 20 seconds. A noteworthy result of our measurement is an
unexpectedly high number of upload requests that take between 100 and
105 seconds, which occurs for all measured configurations, but happens less
often for onion services with the Vanguards extension. To further analyze
this behavior we conducted a second smaller experiment by running the loop
only 500 times and additionally tracking the time when upload circuits were
completed. This allows us to split the upload time into the time it took to
create a circuit and the time it took to actually upload the descriptor.

Figure 4 shows that plain uploads hardly ever exceed five seconds
and even the slowest single upload we measured only took 12 seconds to
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Figure 5 Time to create upload circuit.

complete. The unexplained 100 second delay is only present in the circuit
creation time. This makes sense because this delay only happens when Tor
fails to open a circuit to a hidden service directory. In this case a 100
second timeout occurs before another attempt is made. This also explains
why Vanguards has a positive effect on this issue. It selects a subset of
candidate nodes for the second and third hop of a circuit and tries to reduce
the risk of picking a malicious node. Apparently, this also reduces the risk
of picking nodes, that cause circuit creation attempts to fail, increasing the
overall performance and reliability.

Another interesting result in this context is the fact that some circuits
fail again after this 100 second timeout. In this case Tor does not wait and
try for a third time, but instead abandons the upload attempt entirely. This
does not result in any error displayed to the user, because the onion service
concept is redundant and a single failed upload has no significant impact on
the availability of an onion service. During our experiments we experienced
an upload failure rate of about 1% for upload requests without Vanguard and
a failure rate of about 0.8% for uploads with Vanguard.

Figure 4 confirms that V2 descriptors are published faster than V3, which
is most likely caused by the much larger descriptor size in V3. Figure 6
provides a zoom-in on circuit build times below 8 seconds to facilitate
comparison with Figure 4 and shows that the circuit creation time has
more impact on how long it takes to publish a descriptor than the actual
upload. An interesting observation is that our results seem to indicate that
V2 upload circuits are created faster than V3 upload circuits. This effect
is again caused by the fact that our Tor binaries were fully bootstrapped
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Figure 6 Zoom-in on uploads circuit build times below 8 seconds.

before any measurements were conducted, which allows Tor to cannibalize
general circuits for uploads if there are any available. Since cannibalization
is much faster than creating a circuit from scratch, this means that some
upload circuits can be created faster than the rest. The lower number of
uploads in the V2 onion service specification increased the relative impact
of these cannibalized circuits, creating the impression that V2 upload circuits
are created faster. Unfortunately, we could not properly quantify the impact
of this issue, so we cannot say if there are any other factors contributing to
the increased circuit creation time in V3.

5 Conclusion

In this article we discussed how network unlinkability can be defined for
a privacy preserving distributed digital identity system. Evaluating several
projects that try to provide anonymity on a network level led us to identify
that the Tor project is the most suited platform to build upon. We suggested
a concept that achieves the required network unlinkability by dynamically
creating and removing onion services, making it impossible for an attacker to
link them together.

Furthermore, we present one essential building block for instrumenting
onion services dynamically, an in-depth investigation into the deployment
times of onion services. At the moment the process of creating a new onion
service takes about 5 seconds. This is clearly too much to dynamically create
onion services on the fly. Since the majority of time is spent creating circuits
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and timing is irrelevant for static onion services, it is unlikely that this number
will improve in the near future.

However, there are two potential strategies to make dynamic onion ser-
vices viable in practical applications. If the need for new onion addresses is
predictable, clients could set them up in advance so they can hand them out
when necessary. As long as onion services can be generated fast enough to
always have some available, this effectively removes the latency impact of
having to create onion services. Alternatively, clients could try to exchange
service descriptors directly, instead of exchanging onion addresses. This
would be interesting because the majority of onion service deployment time
is spent on uploading descriptors to the hidden service directory. Removing
this step would cut the onion service creation time down to about 1 second
and also improve the time it takes the client to connect, because it does not
need to fetch the service descriptor from the hidden service directory.

While it is still unclear at this point in time, which kind of digital identity
systems will turn out to be the most successful, addressing the issue of
network unlinkability is definitely one of the challenges that supporters of
distributed digital identity systems must address. Our contribution highlights
this challenge and provides some ideas how system designers might be able
to overcome this issue.
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